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Abstract

There are many well known ways of approximating the value of the Riemann integral of a real-valued function.
The endpoint rules, the midpoint rule, the trapezoid rule and Simpson’s rule each produce sequences that
converge to the value of the integral. Some methods are better than others and this paper seeks to quantify
how quickly the error of each approximation converges to zero. After studying these classical results, we
extend them in a variety of ways. Sums and products of functions with different tags and improper integrals

are considered, as well as higher order expansion of the error term.



1 Introduction

1.1 Preliminaries

We will begin by recording some definitions and notation that will be used frequently throughout this paper.

1.1.1 The Riemann Integral

The Riemann integral arises as a method of determining the area under a curve and is a central tool in the
analysis of functions of a real variable. We will use the definitions in [3] and the reader is referred to that
source for the proofs of important theorems.

Suppose that we have a function f: [a,b] — R. We want to approximate the area under the curve. We
are interested in the ”signed area”, that is, area above the z-axis and below the curve is positive area and
area under the z-axis and above the curve will be negative area. The following definitions will make this
idea precise.

e Fix some large number n and divide the interval [a, b] into n subintervals [zq, z1], [x1, 2], - . ., [Tn—1, Zn)
so that xyp = a and x,, = b. We call such a collection of subintervals P a partition of [a,b]. These
subintervals can have any length, but the definition makes it clear that the sum of all the lengths must
be equal to b — a. We call the length of the largest subinterval the norm of the partition, written
IP|| = max{zy — xx—1:1 <k <n}

e For every k satisfying 1 < k < n, chose a number t; € [xr_1,2%]. We call t; a tag and the collection
tP of all pairs of subintervals and their tags a tagged partition.

e Now we observe that, for each k£ with 1 < k < n, a rectangle with base [xx_1,x] and height f(xy)
has area roughly equal to the area under the curve y = f(z) from = = zx_1 to © = x;. The area of
this rectangle is given by f(tx)(zr — 2x—1). When we sum these areas over all the subintervals in the
partition P, we get an approximation to the area under the curve y = f(z) from x = a to z = b which
we will call the Riemann sum of f with respect to !P, given by

S(£1P) =" f(ta) (@ — Th-1).

k=1

As the norm of the tagged partition gets smaller, we expect that the Riemann sum of f associated with that
tagged partition converges to the area under the curve. This motivates the following definition

Definition 1.1. A function f: [a,b] — R is Riemann integrable on [a, b] if there exists a number L such
that for every € > 0 there exists a § > 0 such that |S(f,! P) — L| < ¢ for every tagged partition ‘P of [a, D]
with norm less that §. If such an L exists, we call it the Riemann integral of f from a to b and we denote

it by fab f(x)dx or simply fab f.

The above way of defining the integral is only one approach. An alternate, and equally useful, way of
defining the integral, called the Darboux integral, is presented as follows:

e Suppose f is a bounded function on [a,b] and let P = {[zg,21]...[zn—1, 2]} be a partition of that
interval. For each subinterval [x;_1, 2] in P, consider the two rectangles with shared base [z_1, x)]
and heights

M= sup f(t) and mp = inf  f(¢)
t€lrr—_1,7x] t€[rr—1,7k]
The rectangle with height My is the smallest rectangle with base [x_1,x] and containing the curve
y = f(z) from = xp_1 to x = zx. The rectangle with height my, is the largest rectangle with that
base and lying between that curve and the z-axis. The areas of those two rectangles are My (xy —xg—1)
and my(xp — xk_1), respectively.



e If we add the areas of these two sets of rectangles, we get two approximations for the integral of the
function. We will call these the upper and lower sums of f with respect to P, written

U(f,P) =Y M(xx —zp-1) and L(f,P) = my(z — 25_1)
k=1

k=1

It is immediate from the definition that
L(f,P)<U(f,P).

for any partition P. As the partition gets finer, we would expect the upper and lower sums to converge to
the same number. This motivates the following definition.

Definition 1.2. A bounded function f : [a,b] — R is Darboux integrable if
sup L(f, P) = inf U(f, P)

where both the infimum and the supremum are taken over all partitions P of [a,b]. The common value is
called the Darboux integral of f from a to b.

Proof of the fact that a function is Riemann integrable if and only if it is Darboux integrable and the two
integrals have the same value to [3]. In the remainder we will drop the modifiers ‘Riemann’ and ‘Darboux’
and simply refer to the ‘integral’ of a function.

1.1.2 Asymptotic Notation

In this paper, we will be exploring the long term behavior of various sequences. For a sequence that converges
to a limit, either finite or infinite, we would like to be able to quantify how quickly it converges to that value
and compare its convergence to other sequences. For example, consider the sequences whose nth terms are

Inn, n? n?+2n, n!

All four of these sequence diverge to infinity as n — oco. However, our intuition tells us that some go to
infinity faster than the others. The sequence {Inn} grows very slowly when compared to the sequence {n?}
and {n!} grows much faster. The sequences {n?} and {n? + 2n} both grow at about the same rate, as the
n? term begins to ‘dominate’ as n gets large.

These ideas about the relative rates of growth of these sequences are vague and need to be made precise.
The notation introduced in this section allows us to do just this.

Definition 1.3. If f and ¢ are real valued functions and c is a real number, we say that f(z) is of order
g(x), written f(xz) = O(g(x)) as © — ¢, if there exist constants ¢ and M so that |f(z)| < Mg(z) whenever
|z —c| < 46. Wesay f(z) = O(g(x)) as * — oo if there are constants zo and M so that |f(x)] < Mg(z)
whenever x > xg.

When the limit is clear from context, we will omit saying ‘as ¢ — ¢’. The equals sign in f(z) = O(g(x)) is
not a true statement of equality but rather a convenient notation. This notation allows us compactly make
statement about the limiting behavior of a function or sequence. For example, consider the third degree
Taylor polynomial of the sine function. We know from Taylor’s theorem that

3
. z 5
sm(x)::cnyrO(z ) as © — 0.
This is a much simpler way of saying

3
3!

This convention will be used throughout the paper and its properties will be further explained when necessary.
The statement f(x) = O(g(x)) means that the order of f is, in a sense, ‘less than or equal to’ the order of g
in the limit. The next two definitions clarify the cases when the order of f is ‘stricly smaller than’ or ’equal
to’ the order of ¢ in the limit.

sin(z) = x — =~ + g(z) where g is a function satisfying |g(z)| < Ma® for values of z sufficiently close to 0.



Definition 1.4. Let f and g be functions of a real variable and let ¢ be an extended real number. We say
that f(z) is of smaller order than g(z) as © — ¢, written f(z) = o(g(x)), if lim,—. f(z)/g(z) = 0.

Definition 1.5. If f and g are functions of a real variable and c is an extended real number, we say that
f(z) is asymptotically equivalent to g(z), written f(x) ~ g(z), as  — ¢ if lim,_,. f(z)/g(x) = 1.

Returning to our earlier example, we can rephrase our claims about the order of our sequences using the
new notation as follows:

Inn = o(n?), n? ~ (n? 4+ 2n), and n? + 2n = o(n!)

1.2 Motivation

It follows from our definition of the integral that if f : [a,b] — R is Riemann integrable and {¢P,} is a
sequence of tagged partitions with ||*P,|| — 0 as n — oo, then the sequence of Rieman sums {S(f,! P,)}
converges to f: f.

For example, consider the function f(x) = €® on the interval [0, 1]. For any positive integer n, let ‘P, be
the partition whose subintervals are [(k — 1)/n, k/n] with tag k/n for 1 < k < n. This gives us the sequence
of Riemann sums

S(fvtpn):zn:%f <fL) :%(61/"+82/"+...+€"/n>
k=1

This is known as the nth ‘right endpoint approximation’ of the integral of f. To discover its limiting behavior,
we start by observing that the term inside the parentheses is a geometric sum with common ratio e*/™, which
allows us to write
/n _ o(nt1)/n 1/n 1
e e e
S(ffP)=———— =(e— )= = (e~ 1) ————7—
(" Fn) n(l — el/n) (e )n(el/" —1) (e )n(l —e~1/n)
By using the Taylor expansion e® = 1 +z + 2%/2 4+ O(23) as x — 0, we have
e—1 1
1 1 iy = - D—F5—F571%
n(; = zz +0 () 1-5:+0(5)

n

S(fvtpn) =

The geometric series gives us the expansion

1
—— =1+x+2°+0(*) as =0

1+;+o(;)+o((;+o(;))2>]

e—1 1
2(6—1)+2n+0<n2>

which simplifies the above expression to

S(fvtP>:(e_1)

This example shows that the integral of f over [0,1] is equal to e — 1, a fact that we could have deduced
from the fundamental theorem of calculus. Moreover, we now have a sense of ‘how quickly’ the Riemann
sums converge to that value. The error term

! l—e 1
/Of—S(f,tP): - +o(nQ>

converges to 0 asymptotically with (1 — e)/2n, that is

1

/Olf—S(ffP)fv

This example typifies the general situation. For many methods of estimating an integral, we are able to
quantify how quickly those methods converges to the value of the integral. This is the goal of Section 2 of
this paper.

—e
2n



2 Common Integral Approximations and the Order of Conver-
gence

Suppose that f : [¢,d] — R is Riemann integrable. There are many ways to estimate the value of fcd f.
Generally, we want to approximate the function f by a simpler function whose integral is easily calculated.
The endpoint and midpoint rules approximate f by a rectangle; the trapezoid rule uses, unsurprisingly,
trapezoids; and Simpson’s rule fits a quadratic intersecting f at three points. The smaller the length of the
interval [c, d] is, the smaller the error in this estimate. Suppose that f is now defined on some interval [a, b].
Fix a large value of n. We will divide [a, b] into n subintervals of equal length and approximate the value of
the integral over each subinterval using one of our estimates. In the rest of this section we will refer to this
interval division by
b—a b—a

I"=la+ —(k—1),a+
n n

k , 1<k<n

and we will denote the endpoints of these intervals by

b—
xﬁ:a—i— a

kK, 0<k<n

Suppose that A* is an approximation of the integral of f over the interval I*, using one of the methods we

mentioned above. Then A4, = >";_,; AF is our approximation for f; f. We are concerned with the quantity

b

which represents the error in this approximation. Clearly, we should have A,, — 0 as n — oo so that A,
converges to the value of the integral, but we also want to consider how quickly this number converges to 0.
We will examine this question in the following sections.

2.1 The Endpoint Rules

The simplest way to approximate the value of an integral is with the right- and left-endpoint rules. These
are respectively given by
b —a n b —a n 3
R” = n Z f(xﬁ)v Ln = n Z f(.ffl 1)
k=1 k=1

Each of these numbers is simply a Riemann sum of f using either the right- or left-endpoints as tags. Then

we know already that L,, R, — f; f as n — oo. The following theorem characterizes how quick this
approximation converges.

Theorem 2.1. Suppose that the function f has bounded and integrable derivative on [a,b]. Let L, be the
left-endpoint approximation to fab fandlet A, = fab f — L,,. Then we have

A, ~ I = f@)

2n —a)

Proof. First, observe that, by splitting up the integral, A,, can be written as

n—1 gk+l b_ n—1
Ba= 3 [ 7 f@yde - 0N k)
k=07 %% k=0

n—1 gkt
- / (@) - f(e")) de
k=0T

Recall integrable functions are always bounded. This allows us to define

sk = inf f'(z) and S* = sup f'(x)
zelk zelk



for each interval I¥. The mean value theorem implies that
sp(@ —ap) < f(z) = flay) < Si(e —ay)
Applying this to our above formula for A,,, we get

$k+1

n—1
Z/n Mla—ah)de < A, <Z/ Skx—x)dm

k=0

A simple computation shows that

which gives us

But we know that

b—ad b
nILH;OTZS lim ZS@:/ f'(z)dz = f(b) — f(a)

k=0
By the squeeze theorem, it follows that
) b—a
Jim nA, = ———=(f(b) - f(a))

which establishes the result

A similar result holds for the right endpoint approximation.

Theorem 2.2. Suppose that f satisfies the same hypotheses as the previous theorem. Let R,, be the right
endpoint approximation of f and let A,, = fa f — R,. Then we have

Proof. Observe that
Ry, :LH+M(Z)7@)

Then, using the previous result, we have

An_/aben_ (/aban> 7f(b);f(a)(bia)

NM((,_@)—MU)—@)

2n n

O

The requirement that f is differentiable and that its derivative is integrable is a strong condition to
require of our function. Recall that a function f : [a,b] — R is said to be of bounded variation if

n
V=sup ) |f(r) = flwn-1| < oo
=1
where the supremum is taken over all partitions [zg, 1], ..., [€n—1, 2] of [a,b]. The number V is called the

total variation of f on [a,b]. The following theorem shows that if f is of bounded variation, we can still
establish an upper bound on the size of the error of the endpoint approximations.



Theorem 2.3. Suppose that the function f is of bounded variation on the interval [a,b] and let V be the

total variation of f on [a,b]. Let A, be the error ff f — R, of the right endpoint approximation. Then we
have
b—a

A, <V
n

Proof. If we split up the integral as we did before and perform a change of variables, we obtain

8a=3 [ (5e) - slabyydo
k=1"%n
S [Tk ) - fat )
3yl

Then by the triangle inequality, we have

n

A, < / NI ) — bt
k=1

g/ " va=viTe
0

2.2 The Midpoint Rule
k—1

With the left- and right-endpoint approximations, we chose the endpoints x5~ and z* as the tags for a
Riemann sum. The next choice of tag to consider is the midpoint of each interval, (x5~ +2%)/2. Specifically,
we have for each positive integer n, the midpoint approximation

b—a Tp—1 + Tk
S ()
b—a b—a
- ;f(a—i-(%—l) o )

As the following theorem shows, this turns out to be a significantly better approximation of the integral,
provided that we make some stronger assumptions about the differentiability of the function.

Mn =

Theorem 2.4. Assume that f is twice differentiable and that f” is integrable on [a,b]. Then the error of
the midpoint rule

b
An:/ f(z)de — M,

satisfies F0) - ()
— (a
An ~ W(b —a)’

Proof. First, set m? = (x% + 2%71)/2 for 1 < k < n. Then the quantity we are interested in becomes

b ™ n_ pxy
Ay :/ f(x)dx — b - Zf(mﬁ) = Z/k_l [f(z) —f(mfl)} dx
a = k=1"%n

k=1

Suppose x € [zE~1 x;). Because f is twice-differentiable, we expand f(z) around f(mF¥) in a second order
Taylor polynomial as

F(2) = Fmb) + 5/ mb) (o — )+ 2 (Go) e — m)?



where (, is some number between x and m” that depends on x, n and k. If we let

sk = inf f"(z), SF=sup f"(z)
zel} zelk

then we have
Fmk) = mb) + Sowla —mi)? < f(o) — fmk) < F/(mE) (e~ mk) + (e — mb)?

This establishes

S [ (Pt =t + Joute —mt?) o <
=1 Jan !

=

IA
T
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5

Since [ (z —mF)dr =0 and

J R R R o

But since

by the squeeze theorem, we have

lim n2A, = - (b— a)2(F (b) — f'(a))

n—»00 24

which establishes the desired result. ]

2.3 The Trapezoid Rule

In the previous two sections, we estimated the area under a curve by a rectangle with a specified height.
Alternatively, we can approximate the area by a trapezoid whose vertices are

(Th-1,0),  (z,0),  (Th—1, f(@h=1))s  (Th, f2H))-
The area of such a trapezoid is given by

b—a fzr)+ fzr)
n 2

From this, we have the nth trapezoid rule approximation of the integral of a function f given by

T, = b ; a i f(zr) +2f($k71)
k=1

Observe that the trapezoid rule is the average of the left- and right-endpoint rules since T}, = (R,, + L,,)/2.
It is not surprising, then, that the trapezoid rule is a closer approximation to the value of the integral than
either of those two rules on their own. The following theorem makes this claim precise.



Theorem 2.5. If f : [a,b] — R is twice differentiable and T;, is the nth trapezoid approximation to the
integral of f on [a,b], then the error term A, = f; f — T, satisfies

(b—a)?

A, ~
12n2

(f'(a) = f'(b))
Proof. To reduce cluttering, we will use the notation that x, = a+k(b—a)/nfor0 < k <nand h = (b—a)/n
is the norm of the partition. Though h and z; both depend on n, the value being referred to will be identified
by context.

We begin by fixing a value of k with 0 < k < n — 1 and estimating the value of the integral ff:“ f- We

wish to express this integral in terms of its values at its two endpoints. First we estimate its value in terms
of its behavior at the left endpoint. For any =, we have

f(@) = far) + (& — k) f'(@r) + %(m — )2 f"(z) + O ((z — 21)?) as & — zy,
When we make the change of variables x — x; = hs, we get
F(@) + Flai) + hsf (o) + GH25 (@) + 0 (15°)

and dxr = hds. This gives us
Tk41 1
/ 1o owm 3.3
/ f:/ (f(mk)+hsf (mk)+§h s°f (xk)JrO(h s ))hds
Tk 0

h? h?
= hf(xy) + 7]”(5%) + Ff”(xk) +0 (h*)

as h — 0. Now we use another Taylor expansion, this time of the value of f(xy1), that is,

h2
f(@rt1) = f(or) + hf' (z) + ?f”(ﬁﬂk) +0 (hS)
as h — 0. By solving this equation for f'(xy), we get

) = T 2T gy 4 o)

Substituting this into the above expression for the integral, we get

TRt 2 Tpy1) — z " 3 17"
/ = hf(m)+ % (f(’”)hf(’“) - gf (z4) +O(h2)> + %f (2x) + O (h*)

3
= 2 (7 + Saren) 05 5w + O (1)

When we sum both sides of this equation from &k =0 to n — 1, we get

/abf —, - Lo (=) szf”(m +o ()

as n — o0o. The term containing the sum is simply the nth left-endpoint approximation to the integral of

f//; S0
b 2
h—
lim o ( |- n) = O ) - )
which is equivalent to what we wanted to show. [



2.4 Simpson’s Rule

So far, we have approximated f with constant and linear functions, that is, degree 0 and degree 1 polynomials.
We now will approximate f using a quadratic, that is, a degree two polynomial. A generic quadratic
polynomial Q(x) has three degrees of freedom, so we may choose @) so that it intersect the curve y = f(x)
at three points. We will choose these three points to be the left- and right-endpoints and the midpoint. If
Q(z) is a quadratic function, then we have

/j@(m)dw -2¢ [Q(e) +4Q (C;d) +Q<d>]

for any interval [c,d]. This allows us to define the nth Simpson’s rule estimate of the integral of f.

Definition 2.1. Let f be Riemann integrable on [a, b] and let n be an even integer. For each i with 0 < i < n,
let z; = a+i(b— a)/n. Then the nth Simpson’s rule approximation to f is

S = b_Ta(f(xo) +4f(21) +2f(w2) + 4f (w3) + 2f (24) -

+2f(Tn-2) +4f (¥n-1) + f(zn))

In the same sense that the trapezoid rule was the average of the left- and right-endpoint rules, Simpsons
rule is a weighted average of the left-, right- and midpoint rules. Specifically,
L,+4M, + R,
6

The following lemmas and theorem shows that Simpson’s rule is the fastest converging of all of the approx-
imations we have considered so far.

S, =

Lemma 2.1. If g has fourth derivative on [—r, r] for some positive number 7, then there exists a z in (—r,r)
such that

" r r?
| 9= 560+ 1900 + 9(-1)) =~ 50" (2)

Proof. Let k be the number
1 " r
b= | [ o= 5000+ 1900 + (-0
We want to show that there exists a z € (—r,r) such that

g//// (Z)
90

Define a function G on [0,r] by

G = [ 9= F(9le) +1900) + g(-0) — ke?

—T

Then we may compute the first three derivatives of G to be

G (@) = g(a) + g(~2) 5 (9(x) + 49(0) + g(~2)) — 5 s/ (2) — o (~)) — ke’
= 2 (9(e) + 9(~2) ~ 3900) = 5(¢/(2) o (~)) — k"
G"() = (g (@) ~ o () ~ 5(6'(2) — /(&) — 5 (4" (&) + " (~)) — 20hs®
= 2 (/&) ~ /(=) — (" (&) + 9" () — 20k
6" (x) = 36" () — g (~2) = 3(g" () — 9" (=) — = (g" (@) — g"'(~)) — 60ks”
- —g(gm(ac) — g"(~=) + 180kz)

10



It is easy to see that G(0) = G’(0) = G”(0) = 0 and also, by our choice of k, G'(r) = 0. Because G(0) = G(r),
by Rolle’s theorem there exists a number a € (0,r) such that G'(a) = 0. But then since G'(0) is also equal
to 0, there is a number b € (0,a) such that G”(b) = 0, again by Rolle’s theorem. Iterating this one more
time gives us ¢ € (0, b) such that G"”’(¢) = 0. Substituting this into our formula for G"’ gives us

c

~£(0"(0) ~ g (=) + 180ke) = 0

By solving for k£ and applying the MVT, we find that there exists a z € (—¢,¢) C (—r,r) with

9" (c) — 9" (=¢) 1 g"(c) —g"(=¢) Lo
glo-glze ___gl9-g=9___°,

== 90 ~ 90 % ~ 90

This completes the proof.
O

Lemma 2.2. If f has a fourth derivative on an interval [c, d], then there exists a point v in the interval
(¢,d) such that

6 ©32-90
where m = (d + ¢)/2 is the midpoint of the interval [c, d].

d — C — C
| 1=+ asm) + (@) = [@=9 ()

Proof. Let r = (d—c¢)/2 and let g : [-r,7] — R be given by g(z) = f(m+x). Then g satisfies the hypotheses
of Lemma 2 and therefore there exists a number z € (—r,7) such that

| =atn + 4900+ glr) = - )

Observe that

r d
[o=[ 1 atn=s0 s =s@. =17

which gives us

d e )P
| 1=+ anm + @) = -5 )

where v = m + z. O

Theorem 2.6. If f has a fourth derivative on [a,b] and n is an even positive integer then there exists a
point v € (a,b) such that

b - (b—a)5
/a f=8n=—Tggur 1)

Proof. Let z; = a+i(b—a)/n for 0 < i < n. Observe that we may write

b_an/Z

Sy = n Z(f(ﬂ?zi—2) +4f(w2i-1) + f(22i))

=1

Then we have

n/1

b T2 —a)/n
/ f=5h= Z (/ U M(ﬂx%ﬂ) +4f(z2i-1) + f(l’m)))

2i—2
Applying Lemma 3 for each integer ¢ with 1 <i < n/2, we get a number v; € (x9;_2, Z2;) such that

(d—c)®

o1 @)

/ f- M(ﬂm_g +4f (w2i1) + f(@20)) = =

11



Then

b 5 1/2 5 n/2
__(d=¢) @y — A=) 29~ cqay,
/af 1= TG0 ;f (i) = =30 n;f (vi)

Recall that derivatives satisfy the intermediate value property. If we interpret

FO 1) + fD(v2) + -+ f D (0n)2)
n/2

as an average, then it must lie between min{f® (v;) : 1 <i < n/2} and max{f® (v;) : 1 <4 < n/2}. Since
™ has the IVP on [vy, Up /2], there is a v € (v1,v,/1) such that

b [
_q __(b=a)]
Lf Su =020 [0 )

which is what we wanted. O

3 Extensions

3.1 Uneven tags

We will begin by extending the right- and left-endpoint rules. These rules choose fixed tags in a uniform
partition of the interval [a,b]. The right endpoint rule chooses the point xj, in the interval [xy_1, 2] as the
tag, while the left-endpoint rule chooses the point xj_1. What if instead we choose a point a fixed distance
from one of the endpoints in each subinterval? The next theorem answers this question. For the remainder
of this section, we will consider only functions on the interval [0,1]. Results for generic intervals [a, b] exist
and are easy to deduce from the following theorems by considering the transformation = +— (z —a)/(b — a)
from [a, b] to [0, 1].

Theorem 3.1. Suppose the function f : [0,1] — R is differentiable and its derivative is integrable. For any

a € [0,1], form the Riemann sum
1 & kE—o
U, =~
2 ()

k=1

Then the error term A,, = fol f — U, satisfies
1) —

Proof. The result follows by observing that

1 1 — k—«

(L () 220 6) 1 (5)

By the mean value theorem, for each k with 1 < k < n, there exists a value ¢ € [(k — 1)/n, k/n] such that

r(5)-(55) = ara.

Then we have

IO =) ot

)
2n n Jo



here we have used Theorem 2.2 and the fact that

1 n
=~ )
k=1
is a Riemann sum of f’ over [0, 1]. Applying the fundamental theorem of calculus gives us

(a—1/2)(f(1) = £(0))

n

A~ 5 (1) = F) + - (F1) — J(0) =

O

We can observe that when we choose a = 0 and a = 1, we get the right- and left-endpoint approximations
to the integral and the theorem gives us the expected asymptotic behavior from Thereoms 2.1 and 2.2. One
might think that we could have just proven this theorem instead of going to the trouble of proving Theorems
2.1 and 2.2, but remember that we use Theorem 2.2 in the proof of this theorem.

It is also worth observing that if we left o = 1/2, we get the midpoint approximation of the integral of
f- Theorem 3.1 tells us, correctly, that f01 f— M, = o(1/n), that is, the order of convergence of the error
term is strictly smaller than 1/n. The midpoint rule (Theorem 2.4) clarifies that it is in fact asymptotic
with C'/n?, for a constant C.

We now further generalize by asking the question: What happens if we form a Riemann sum approxi-
mating the sum or product of two functions, say f + g or fg, but we evaluate f and g at different tags?
More precisely, suppose that for every integer k with 1 < k < n, we pick tags =¥, y* € [(k — 1)/n, k/n] and
form the sums N N

Su = S (FGA) + 9k and P = — 37 Feh)gluh)
k=1 k=1
It is clear by linearity that S,, — fol f as n — oco. The following theorem shows that P, also converges to
what we would expect. This result is commonly known as Bliss’ theorem.

Theorem 3.2. Let f, g : [a,b] — R be Riemann integrable on [a, b] and suppose that x% y* € [(k—1)/n, k/n]
for 1 <k <n. Let

P, =

S|

> Fam)gn).
k=1

Then we have lim,,_,oc S, = fol f.

Proof. Fix any € > 0. Since f and g are integrable, their product fg is also integrable. Then, there exists
an integer N so that

<e€

= 3 , M — 1 x)g(x)dx
2 2T wholol) | r@saa

whenever n > N. Further, by the Cauchy criterion, we may choose a possibly larger N so that

<€

> (g(ak) = g(uh))

k=1

S|

as well whenever n > N. Since f is Riemann integrable, it is bounded. Let M = sup,c(,y |f[- Then
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whenever n > N, we have

1 n 1
Po— | f@)da| = ' > fahlowh) ~ [ f(o)ds
0 1 0
I 1
<= fnglun) =~ > ()
k=1 k=1
1 ¢ k k '
X fhateh) — [ f(a)da
k=1
1 n
<=3 f@h) |glek) — gluh)] | + e
n
k=1
1 n
<M= "g(ah) — glyh)| + e
k=1
< (1+M)e
This shows that |P, — f fgl — 0 as n — oo, which is equivalent to what we wanted to show. O

What can we say about the asymptotic behavior of the error of each of these approximations? If the
distance from each endpoint is fixed, as it was in Theorem 3.1, we are able to quantify this behavior. For
the sum, the answer is provided to us easily by Theorem 3.1. Suppose that « and 8 are fixed numbers in
the interval [0,1]. Then

[t (1(5) +o (50) - ([ 22 (59) < ([ o220 (59)

k=1

~ % (@ =1/2) (f(1) = f(0)) + (B = 1/2)(9(1) — 9(0)))

The case for products is slightly more complicated and was considered in the paper [1]. We reproduce their
result for this situation, with a slightly modified proof.

Theorem 3.3. Let f,g: [0,1] — R be two differentiable functions whose derivatives are Riemann integrable.

Let a, 8 € [0,1] and let
! 1 — k— k—f
s [ f(x)g(w)dx—n;f< <)o (22

for every positive integer n. Then we have

b s, — 00)9(0) = F(1)g(1)

n—oo 2

Dnz/olf(w)g(w)dw—iéf(i)g(fl)-

Since fg is continuous and therefore integrable, we have

lim np, — 1©90) — FMg(D)

n— o0 2

1 1
ta / f'(2)g(x) dz + B / f(@)g(x) dx

Proof. Let

by Theorem 2.1. Because f is differentiable, the mean value theorem implies that for all integers n and k
with 1 < k < n, there are numbers c,x, d,, with

k— k k — k
P o<l —ﬂ<dnk<—
n n n n

14



and

F(E)-r(50) = rew (L) -

Then we have

o Olfmg(x)dx;f(k;a)fJ(k;B)
conus 3 (BYa(E) o (550)o(450)]
:@ﬁg[f(f)—f(k;a)]g(z)

(5l () - (7).

k=1
@ , k - k—a) ,
=nDn+=Y flean)g|=)+D_Ff g’ (dnk)
n = n n
which by Theorem 3.2 converges to

3.2 Improper Integrals

We now turn our attention to improper integrals. Recall that a function f : (a,b] — R has an improper
integral if fcb [ exists for all ¢ € (a,b) and lim._, 4+ fcb f exists and is finite. A similar definition exists
for intervals of the form [a,b) and (a,b). For example, if 0 < r < 1, the function f(z) = 1/2" on (0,1] is
improperly integrable as we can see by

1
lim f=1lm —(1-6"")= —
=0+ Js 6—0+t 1 —17 1—7r

We now ask, our the approximations that we have been using for the integral of a function still valid for

functions that are improperly integrable, but not Riemann integrable. For example, if f : (0,1] — R is
improperly integrable, we can form the sum

- 1 & k
Rz 30 ()

We place the tilde over the R to remind us that this is a different type of quantity than the right-endpoint
approximation from Section 1.1, since we do not know that f is Riemann integrable. The next theorem
shows that, under some conditions, this function does, in fact, converge to the value of the integral.

Theorem 3.4. Let f : (0,1] — R be non-increasing and improperly integrable and let R, be as above.
Then R, %folf as n — 0o.

Proof. Fix any € > 0. Since fclf — folf as ¢ — 0T, we can find a number a > 0 such that | [, f| =

‘fol = fal f’ < €. For every positive integer n, let j, be the unique integer such that j,/n < a < (j, +1)/n.

1

Then R, is a right-endpoint approximation of fj /n f, so we may find a value N such that ‘ fjl/n f—Rn| <e

whenever n > N. Observe that since f is decreasing, we have
J

1 i/n
LS < [T

k=1

15



Then whenever n > N,

0
]nl

ka‘/n

// Fe S fk/)

k=jn

AL

< 4e.

Then it follows that R,, — fol f asn — oo.
O

The ideas used in the above proof can easily be extended to more general situations, that is for functions
on general intervals (a, b) and for the left endpoint method as well.

What can be said about the order of convergence of this approximation? The author is not aware of a
general answer to this question and it appears to be more complicated that the case of Riemann integrable
functions. We provide an example to illustrate the situation

Theorem 3.5. Suppose that 0 < r < 1 and let g : (0,1] — R be given by g(z) = 1/2". Then there exists a
non-negative constant C' such that
1
~ C
/ 9g- Ry ~ 1—r
0 n

where R, is the same as in the previous theorem.

To prove this theorem, we need the following lemma

Lemma 3.1. Suppose that f : [1,00) — R is a non-negative differentiable function whose derivative is
negative and increasing on (1,00). For each positive integer k, let Ay be the absolute value of the error of
a single subdivision trapezoid approximation of the integral of f on [k, k + 1]. Then the series Y ;- Ay
converges.

Proof. First, for each positive integer k, define the functions

Li(z) = (f(k) = f(k = 1))(x — k) + f(k), Uk(z) = (f(k+1) = f(k))(z—k)+ f(k)

Observe that f’ is increasing therefore f is convex, which implies that Li(z) < f(x
x € [k, k + 1]. Also note that, since Uy(x) is a secant line connecting (k, f(k)) and k + 1

) < U, ( ) for all
f(k+

k+1
Ay = /k (U — 1)

If we let Dy, = f(k+ 1) — f(k) for k > 2, a simple computation shows that

k+1 1
/ Uy — L) = §<Dk71 — Dy))
k

from which we get
k+1 k+1 1
0= [ W-N< [ WL =501 -Dy)
k k

Observe that since f’ is negative and increasing, it converges to a finite limit as # — oco. Therefore, by the
mean value theorem, Dy = f(k + 1) — f(k) converges to a finite limit as & — oco. Then telescoping series
> ey Dy converges and the smaller series Y, | Ay converges as well. O

We now have the tools to prove Theorem 3.4.
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Proof. We want to show that the sequence

1 1—7r n
dr = n 1
1—r o _ o -
n < 0 ar Rn> 1—1r Z kr

converges. Let f(x) =1/z" for 1 <z < co. Then by applying Lemma 3.2 to f, we that get

S [T ST W)+ 5 () + f)
k=1 1

converges. Therefore the sequence we are interested in converges as well and the result is proven. O

3.3 Higher Order Error Expansion and the Euler-Maclaurin Formula

So far, the results we have about the order of convergence of an approximation to the Riemann integral have
looked like
C

Ay~ —

npbP

for some constant C' and and some integer p. Another way of writing this would be

C 1
We might hope to add some more terms to this asymptotic expansion. A general asymptotic expansion of
the error term would look like

for some fixed positive integer k. To accomplish this goal, we must introduce a power tool that is used to
connect sums and integrals called the Euler-Maclaurin summation formula. We will draw this dicussion from
[4] and adopt that paper’s notation.

We begin by defining the Bernoulli numbers and polynomials, which have many useful properties. We
define the nth Bernoulli polynomial recursively, for each integer n > 0 by

1
Byo(z) =1, B (x)=nB,_1(z), and / B,(t)dt=0
0
for all values of z. Note that the polynomials are well-defined, since we have
B, (x) = n/ B, _1(t)dt+ By,
0

for some choice of B,,. There is a unique choice of B,, that makes the above equation hold. We call B,
(n > 0) the nth Bernoulli number. Obeserve that B,, = B, (0) for n > 1. For n larger than 2, we have
additionally

Bn(l) = Bn(o) + (Bn(l) - Bn(o))

=m@f[m=&®=m.

The first several Bernoulli polynomials and numbers are
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Bo(’l,’):l BOZ
Bl(x):x—% 31:7%
Bg(az):xz—er% 32:%
Bs(z) = 2% — 322 + 1a By =0
By(z) = a* — 22° + 2% — 55 By =35
Bs(z) = a° — %I4+§x3 - iz Bs =0
Bor) = a0 54 ut - Lo n B— 1

For every positive integer, we may define the nth periodic Bernoulli polynomial by
Po(z) = Bn(z — |])

for all real numbers R. Since B, (0) = B, (1) for n > 2, P, is continuous for n > 2. Using these new tools,
we now state and prove the Euler-Maclaurin summation formula.

Theorem 3.6. Suppose f : [0,n] — R is m + 1 times continuously differentiable. Then we have

m

1= 0= 0+ 1) + -7 22 (55w - 190 0)
k=0 j=1 ’

O g [ @) b

(m+1)
where By, is the kth Bernoulli number and Py is the kth periodic Bernoulli polynomial.

Proof. We will procede by induction on m. We begin with the base case m = 1. Fix a number k with
1 < k < n. Then recalling that Py(xz) = 1 for all , we have fkk_l f= f:_l f(z)Py(z) dx. By performing
integration by parts with

u= f(x) dv = Py(x) dx
du=f'(z)dr v="P(z)=x—1%

we get

k

k % /
/k I=[r@] - RCLIELE
k

= SU =D+ )~ [ F @R de

k-1

We now perform integration by parts again on |, kk—l f'(z) Py (z) de with

u= f'(x) dv = Py(x)dx
du = f"(x)de v= Py(z)/2

to get i
F@P@yde =22 (k) - fE-1)— 2 [ (@) Pale) de.
k—1 2 2 ka1
Then we have

k By 1

k
(f'(k) = f'(k=1)) + 3 [ (@) Po(x) da

2 k-1

f = 50— 1)+ 5(F)

k—1

which we may sum from k& = 1 to n to get the m = 2 base case. Now fix some positive integer m and suppose
that the mth case of our proposition holds. Consider the remainder term

1
m!

/ " pom () Prn () dz
0

We again consider only the part of the integral on [k — 1, k] and perform integration by parts with
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to get
| @P ) e = RS ) = = 1)
) ST @ P @) da

Summing this from k = 1 to n and substituting it for the error term in the mth case yields the (m + 1)th
case, completing the proof. O

This formula allows us to extend our asymptotic expansion of the error term of our integral approximation
as far out as we have derivatives. For example, suppose that f : [0,n] — R is seven times differentiable. The
Euler Maclaurin formula gives us

7
/ ;o Zf DB _ sy B - 1 0)

— e () = O+ e

where
n

<3 [ 1EO@IE@I < 5 [ 10w

where we have used the fact that |P;(z)| < 1 for all x. Suppose now that ¢ : [0,1] — R is seven times

differentiable. We want to expand the error term fol g—T, using our new formula. By letting f(z) = ng(nx)
in the above formula, we have

| =T = )= F0) = g (1) = £70) + g5 (1) = FO0) + 01/

which is a much more precise expansion than our original
T, 1) - f'(0
[ 5T~ ) - £10)
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