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1 Introduction
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We see a sample figure in Figure 1. This is sample text to explain the

figure. The figure was generated in Maple as:
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Figure 1: This is a sample caption. The sine figure was generated in Maple.
See the text if you want to incorporate it.

plot(sin(x),x=-4..6,color=black)

then the files Sine.eps and Sine.jpg were both exported (right-click the

figure in Maple). As of this writing (Sep 2009), all figures must be in black

and white (for archival purposes).

2 Preprocessing Data

First we find the Singular Value Decomposition (SVD) of the matrix X whose

dimensions are m× n. sample sample sample sample sample sample sample

sample sample sample sample sample sample sample sample sample sample

samplesample sample sample sample sample sample sample sample sample

2



samplesample sample sample sample sample sample sample sample sample

samplesample sample sample sample sample sample sample sample sample

samplesample sample sample sample sample sample sample sample sample

sample

2.1 Finding the Best Basis

The Basis Theorem allows us to take a multivariate data set and find a more

compact representation. This means that if we have an m × n data set X
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The Best Basis Theorem. Suppose that:

• X is an m× n mean-subtracted data matrix of m points in Rn.

• C is the covariance matrix of X

Then the best k-element basis Φ of X is found by taking the first k eigenvec-

tors of C, when arranged by eigenvalues from largest to smallest.

In his textbook, David Lay [2] gives an example of sample sample sample

sample sample sample sample sample sample sample sample sample sample
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